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Abstract 

 Feature selection is popularly used 
to lighten the processing load in a data 
mining model. However, when it comes to 
mining over high dimensional data, the 
search space from which an optimal 
feature subset is derived grows 
exponentially in size, leading to an 
intractable manner. The feature selection is 
designed particularly for mining, streaming 
data on the fly, by using Accelerated 
Particle Swarm Optimization (APSO) type 
of swarm search that achieves enhanced 
analytical accuracy within reasonable 
processing time. This paper discusses about 
modifying APSO swarm search. We include 
a divergence concept to decrease the 
processing time and provide high accuracy. 
The difference between the two positions of 
global best and local best should be less 
than the divergence. If the difference is 
greater than the divergence we have to 
adjust that  position. Finally, compare the 
performance results of the existing APSO 
based feature selection with the proposed 
modified APSO feature selection. 
Keyword- Feature selection, APSO, swarm 
search optimization and divergence. 

 
I. INTRODUCTION 

 
One major challenge facing 

researchers work with big, data is high 
dimensionality, which occurs when a dataset 
has a large number of features (independent 
attributes). The PSO is a population based 
search algorithm based on the simulation of 
the social behavior of birds, bees or a school 

of fishes. PSO originally intends to 
graphically simulate the graceful and 
unpredictable choreography of a bird folk. 
Each individual within the swarm is 
represented by a vector in multidimensional 
search space. This vector has also one 
assigned vector which determines the next 
movement of the particle and is called the 
velocity vector. The PSO also determines 
how to update the velocity of a particle. 
Each particle updates its velocity based on 
current velocity and the best position it has 
explored so far; and also based on the global 
best position explored by swarm [2].  
The main advantage of PSO is that it has less 
parameters to adjust. Other advantages are 
PSO does not have any complicated 
evolutionary operators such as crossover, 
mutation as in genetic algorithms. It has 
shortcomings too. PSO gives good results 
and accuracy for single objective 
optimization, but for multi-objective 
problem it stuck in local optima. Another 
problem in PSO is its nature to a fast and 
premature convergence in mid optimum 
points Several PSO variants have been 
developed to solve this problem [3]. 
The feature becomes minimal. By the 
principle of removing redundancy, the 
feature set may shrink to its most minimal 
size. The feature selection methods are 
custom designed for some particular 
classifier and optimizer [1]. We have 
investigated the efficiency of a new light-
weight feature selection called Swarm 
Search with Accelerated Particle Swarm 
Optimization, with the aim of finding the 
right combination of classification 
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algorithms and the lightweight feature 
selection algorithms for accurately data 
mining data streams on the fly.  
 

 
 

Fig.1: Ant Colony Optimization Towards 
Feature Selection 

 
Fig.1 is described normal PSO swarm 

optimization process towards feature 
selection subsets are discussed in the above 
diagram. In this proposed work, the research 
methods are described with the incremental 
learning to be provided. In the existing 
approach divergence of the feature selection 
is not considered. So it can take more time to 
execute and less accuracy. To decrease the 
time complexity we include divergence 
concept with the existing APSO algorithm. 
In this approach the difference between the 
two positions should be less than the 
divergence. If the difference is greater than 
the divergence we have to adjust the 
positions. The advantage and disadvantages 
that occur in those methods also described 
[4]. 
 

II. RELATED WORK 
 
The standard particle swarm 

optimization uses both the current global 
best position g* and the individual best 
position xi

* [5]. The feature selection is the 
main concept of particle swarm search 

optimization and select the feature is to 
calculate the best fit of optimization. 5 
representative data sets from various 
domains are downloaded from the UCI 
archive for experimentation. They are 
“arcene”, “dexter”, “Dorothea”, “gisette” 
and “Madelon”. The dataset “arcane” is used 
to train a classifier for distinguishing 
anomalous pattern of cancer from the normal 
patterns.  

The “dexter” dataset is a large set of 
numbers which of each representing certain 
text words, commonly known as bag-of-
word. The dataset “Dorothea” is the 
structural molecular features certain 
chemical compounds exist in a particular 
drug. The dataset “gisette” is used in training 
a classifier to recognize handwritten 
numbers and dataset “Madelon” is the 
vertices of a 5D hypercube, and they are 
randomly tagged with values of positive 1 or 
negative 1.  
The decision tree construction, for example, 
heuristic function is an important evaluation 
method that determines the split attributes 
for converting leaves into nodes, for 
instance, information gain used in 
classification and regression tree algorithms 
[6] and Hoeffding Tree [7]. In incremental 
learning, Hoeffding bound (HB) is used to 
decide whether an attribute should be split to 
establish new nodes provided that sufficient 
samples for that attribute have appeared in 
the data stream. The new approach is 
designed for incremental decision trees, the 
pioneer of which is Very Fast Decision Tree 
(VFDT) and sometimes it is more generally 
called Hoeffding Tree (HT) [7]. HT is a 
classical work using HB in the node-splitting 
test. This is attributed to the statistical 
property of HB that controls the node-
splitting error rate on the fly. 
The three training datasets with equal 
number of examples using web data streams, 
and built three decision tree models using 
each training data set. For classifying the test 
or unseen examples: counts the weighted 
votes for each decision tree and assigns the 
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class with the maximum weighted vote for 
that example [11]. The research issues 
should be addressed in order to realize 
robust systems that are capable of fulfilling 
the needs of data stream mining 
Applications [9]. 
 

III. PROPOSED  ARCHITECTURE 
 

             Fig.2: Architecture of  DAPSO 
 
In above fig.2 architecture of the proposed 
system of data is 5 representative data sets 
from various domains are downloaded from 
the UCI archive for experimentation. They 
are “arcene”, “dexter”, “Dorothea”, “gisette” 
and “Madelon”. Data preprocessing is an 
important task in the data mining. The data 
from the real world entities may contain the 
missing values, inconsistent, incomplete or 
contain some errors. Each particle is 
attracted towards the position of the current 
global best g*and its own best location 𝑜𝑜i

* in 
history called ‘individual best’ [4], while at 
the same time it has a tendency to move 
randomly.  

The training data set with selected 
features are used to generate the 
classification model. And the testing dataset 
with selected features are used to classify the 
features. Classification is used to classify the 
features. The performance results are 
harvested in terms of Accuracy, Kappa 
(Kappa statistics), True Positives rate, False 
Positive rate, Precision, Recall, F-measure 
[1], Model building time per run, Pre-
processing time, and number of features 
selected.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
III PROPOSED ALGORITHM FOR 
DIVERGENCE ACCELERATED 
PARTICLE SWARM OPTIMIZATION 
 

In this proposed work basic PSO 
algorithm includes the divergence formula 
and finally calculate the performance 
evaluation.  
 
 
 
 
 
 
 
 
 
 
 
 

Dataset and 
preprocessing 

Feature 
selection using 
modified APSO 

Classification 
Performance 

evaluation 

Training 
classifier and 

generate 
classification 

model 

Train data Test data 

Algorithm: 

Step1: Initialize all particles i with random 

positions x0
i(initial position) in search space as 

well as random velocities v0
i(velocity)                                  

Step 2: Initialize the particle's best known 

position pb0
i(local position) to its initial 

position. 

Step 3: Calculate the initial swarm's best known 

position gb0 (global position) 
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The main goal of this APSO 
algorithm has included the divergence 
concept used to calculate the best fit. In this 
method the difference between the two 
positions should be less than the divergence. 
If the difference is greater than the 
divergence we have to adjust the positions 
[4]. Then update the best known position of 
the modified APSO algorithm. 

 
IV. EXPERIMENTAL EVALUATIONS 

 
The convergence behavior of PSO 

and DAPSO  respectively. These plots 

NP - Population Size  

 D - Dimension of the problem   

Step 16: if xj
t − xk t    > divg(P) 

Step 16.1: Update the swarm's best 

known position: 

                 xt+1  =  xi
t +rand( (xt

min - xt
max)) 

Step 17: end if 

Step 18: end for 

 

Step 7: Update the particle's velocity: vi
t+1= 

a*vi
t+b*rp*(pbt-xi

t)+c*rg*(gbt-xi
t) (vi

t  -velocity 

vector,(a,b,c)-parameters, rp  -random local 

position, rg –random global position, xi
t –position 

vector) 

Step 8: Compute the particle's new position: 

xi
t+1= xi

t+ vi
t+1 (xi

t+1 –adding new position vector, 

vi
t+1 –calculate the new velocity vector) 

Step 9: if (fitness(xi
t+1)< fitness(pbi

t)) then (pbi
t  -

initial position of local best) 

Step 9.1: Update the particle's best 

known position: pbt+i = xi
t+1(pbt+i –

adding new local best) 

Step 11: end if 

Step 12: if (fitness(pbt+i ) < fitness(gbt)) then 

Step 12.1: Update the swarm's best 

known position: gbt+1= pbi
t+1 

Step 13: end if 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research Volume 8, Issue 5, May-2017                                                                           72 
ISSN 2229-5518  

IJSER © 2017 
http://www.ijser.org 

provide the error fitness value of the 
algorithms with the number of iterations. 
PSO converges to the minimum error fitness 
value of 0.9392 in 55.39 Sec. DAPSO 
converges to the minimum error fitness 
value of 1.129 in 35.92 Sec.  

Table 1. PSO, DAPSO  Parameters. 
 

Parameter PSO DAPSO 
Swarm Size 75 55 
No. of  
Iteration 

500 450 

C1 2.05 2.05 
C2 2.05 2.05 
ωmax 0.95 0.95 
ωmin 0.40 0.40 
νmax 1 1 
AC - Rand () * 0.5 
 

Table 2. Optimized Coefficient of Low 
pass filter using Fitness 1. 

 

 
Table 1 and  2  parameters of PSO and 
DAPSO are existing method using h(n) is 
position of the best one and the DAPSO is 
higher than other fitness value. 
 

V. GRAPHICAL ANALYSIS 
1. Gain vs. Normalized frequency 
 

 
Normalized frequency 

Fig.3: Frequency Response of Lowpass 
filter using Fitness 1 

In this above fig.3 is the normalized 
frequency of DAPSO are shows the gain of 
the PSO and DAPSO. It is more  accurate 
normalized frequency than  the PSO 
algorithm is calculated the best fitness value 
than  the  other  algorithms. 
2. Accuracy 

The exact positive and the negatives 
total is described as the accuracy and it 
partitioned by the total number of 
classification attributes (Tp+Tn+Fp+Fn) 
Accuracy=Tp +Tn ∕ Tp+Tn+Fp+Fn …(1) 
Where, Tp- True Positive, Tn- True 
Negative, Fp- False Positive, Fn- False 
negative. 

 
                      Fig.4: Accuracy Comparison 

The above fig.4 shows the size of 
dataset is taken as X axis and in y axis 
accuracy is taken. For dataset size 50000, 
Decision Tree Classifiers, Distribute 
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AMRules, SHARP method, PSO-FCM and 
APSO achieves accuracy result of 89%, 
90%, 90.3 %, 91.2 % and 92.1%. Finally, the 
APSO approach reaches the high accuracy 
of the entire size of the data set. 
3. Precision  

The proportion of exact positives in 
opposition to both the exact positive and 
inaccurate positives results for intrusion and 
the real characteristics is described as 
Precision. It is described as follows 
      
                 Precision=Tp ∕ Tp+Fp…(2)  

 
                 Fig.5: Precision Comparision 
The above fig.5 shows an X axis the size of 
the data set is represented and the precision 
is represented in the Y axis. For dataset size 
is 50000 of Decision Tree Classifiers, 
Distribute AM Rules, SHARP method, PSO-
FCM and proposed APSO accomplishes a 
precision outcome of 88%, 88.4%, 89.3 %, 
90.5 % and 91.9 % correspondingly. The 
graph it has been find out the APSO 
methodology outperforms than that of the 
other designs and results in precision values. 
4. Recall 

It measures the proportion of 
positives that are correctly identified 
                  Recall =Tp ∕ Tp+Fn …(3) 

 
                  Fig.6: Recall Comparison 
The recall is demonstrated in figure 6. For 
dataset size is 50000 of Decision Tree 
Classifiers, Distribute AM Rules, SHARP 
method, PSO-FCM and proposed APSO 
accomplishes a recall outcome of 88%, 
88.4%, 89.3 %, 91 % and 92.2 % 
correspondingly. Finally, that the APSO 
methodology has demonstrated the high 
recall value for the entire size of the data set. 
4. No. of iteration vs. Error fitness value 

 
Fig.7: Convergence Plot For DAPSO 
Using Fitness 2 

In the above fig.7 shows the convergence 
plot of DAPSO are error fitness value to be 
increased and the number of iterations to be 
decreased in the plot is a divergence concept 
to be include than the iterations to be lower 
than other algorithms. 
Table 3: Optimized Coefficient of LP FIR 
using Fitness 2. 
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The above table is calculated the 
fitness value is higher accuracy than fitness 
1 value. In the number of iterations to be 
calculated on the best fitness value in the 
optimized coefficient of  LP FIR using 
fitness 2. 
5. Overall accuracy, precision and recall 
comparison  

The new APSO methodology, the 
exact result is acquired for the entire data set 
size like 10000, 20000,30000,40000,50000 
is 90.72%, which is 3.1%,2.1%, 1.8% and 
0.9 % higher than existing Decision Tree 
Classifiers, Distribute AM Rules, SHARP 
method, PSO-FCM approaches respectively. 
The proposed APSO approach achieves 
precision as 90.28%, which is 3.9%, 3.5 %, 
2.6 %, and 1.4 % higher than existing 
Decision Tree Classifiers, Distribute AM 
Rules, SHARP method, PSO-FCM 

approaches. 

 
             Fig.8: Performance Comparison 
 

 
Fig.9: Performance of Feature  Selected. 

The above fig.8 and fig.9 are 
showing an APSO approach achieves recall 
as 90.88%, which is 4.2%, 3.8 %, 2.9%, and 
1.2% higher than existing Decision Tree 
Classifiers, Distribute AM Rules, SHARP 
method, PSO-FCM approaches respectively. 
Finally, the APSO methodology is 
efficiently mining the streaming data from 
this graph. 
 
 
 
V  CONCLUSION 

Big Data grows continuously with 
fresh data are being generated at all times; 
hence it requires an incremental 
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computational approach which is able to 
monitor large scale of data dynamically. In 
this paper, we calculated the possibility of 
using a group of incremental classification 
algorithm for classifying the collected data 
streams pertaining to Big Data. In particular 
the feature selection is designed particularly 
for mining, streaming data on the fly, by 
using accelerated particle swarm 
optimization (APSO) type of swarm search. 
In this approach divergence of the 
population is not considered. So it can take 
more time to execute. To decrease the time, 
complexity and improve the accuracy. So, 
we include divergence concept with the 
existing APSO algorithm. In this approach 
the difference between the two positions are 
global best and local best. It should be less 
than the divergence. If the difference is 
greater than the divergence we have to adjust 
the two positions.  
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